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feature engineering + model learning

𝐟 = 𝑓 𝐼 𝒚 = 𝑔(𝐟, 𝜃)

deep learning

𝒚 = 𝑔(𝐼, 𝜃), where
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outdoor

horse

grass

person

“person riding a 

horse in a field”

“Q = how many 

cars?” “A = 3”

“we have a good 

time in this great 

party…”
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Approach Pascal 2007 (mAP) Speed

DPM 

[Felzenszwalb, CVPR’10]
33.7

.07 

FPS
14 s/img

R-CNN

[Girshick, CVPR’14]
66.0

.05 

FPS
20 s/img

Fast R-CNN

[Girshick, ICCV’15]
70.0 .5 FPS 2 s/img

Faster R-CNN

[Ren, NIPS’15]
73.2 7 FPS 140 ms/img

YOLO

[Redmon, CVPR’16]
69.0 45 FPS 22 ms/img

YOLO 9000

[Redmon, CVPR’17]
76.8 67 FPS 15 ms/img
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Results on the first 5k images from the COCO test set is available at

https://github.com/daijifeng001/TA-FCN

https://github.com/daijifeng001/TA-FCN
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Sasha Obama Malia Obama Michelle Obama Peng 
Liyuan et al. posing for a picture with Forbidden City 
in the background.” [Xiaodong He & Lei Zhang, MSR, 
2016]

“I think it's a boat is docked in front of a building.” 
https://www.captionbot.ai/ [Microsoft CaptionBot, 
2015]

https://www.captionbot.ai/


• 学习了1920年以来的519位中国现代诗人的100K行诗
Learned 100K lines of poems from 519 Chinese poets 

since 1920

• 每学习一轮需要0.6分钟，经过10K次100个小时的迭
代学习
0.6 min for each learning iteration, 100 hrs overall 

training time with 10K iterations

• 精选139首结集出版
Published with 139 selected poems



“describe what a 3-year-old child sees”
- visual recognition: classification, detection, 
segmentation

“describe what a 5-year-old child sees”
- vision to language

- image captioning & poeming

- visual question-answering

9
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AutoRace Badminton Baseball Basketball Beach Handball Beach Tennis Beach

Volleyball

Biking

Billiards Bowling Boxing Climbing Cricket Curling Diving Fencin

g

Fishing Football Golf Handball Hockey HorseRiding IceHockey Judo

Kayak Motorcycling Rafting Rowing Sailing ShootGun Skateboarding Skating

Skiing SkippingRope Skydiving Soccer Softball Surfing Swimming TableTennis

Blowing

Candles

Bodybuilding BrushHai

r

Cooking Typing Handstand

Knitting Makeup NailArtDesign

Painting PullUps PushUps

Situp Treadmill Decorating

ChristmasTree
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Segmentation

(pixel)

Detection

(region)

Language

(clip)

“a boy is cleaning the 

floor” 

Recognition

(clip)

Skeleton

(clip)
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• Video representation learning

• Video classification (a.k.a. action recognition)

• Video captioning

• Semantic video segmentation 
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Video representation learning

2011

2012

2013

2014

2015

Action recognition by dense trajectories. [Wang, CVPR’11]

• Suffer from camera motion and illumination change in video

• Not contain high-level semantic information

• High dimensionality

• Too expensive for real-time computation

Hand-crafted feature

2016

15



Large-scale Video Classification with Convolutional Neural Networks. [Karpathy, CVPR’14]

• Treat video as a bag of short, fixed-sized clips

• Extend the connectivity of the network in time 

dimension

Two-Stream Convolutional Networks for Action Recognition in Videos. [Simonyan, NIPS’14]

• Two-stream: frame + motion (stacked optical 

flow)

• 2D CNN for frame is pre-trained on ImageNet

• 2D CNN for motion is trained from scratch

2D Convolutional Neural Network2011

2012

2013

2014

2015

2016

16

Video representation learning



2D CNN + LSTM (LRCN)

• Develop recurrent convolutional architecture

• Outputs of 2D CNN are fed into a stack of LSTM

• Applications on activity recognition and video description

• Neglecting low-level motion information

Long-term Recurrent Convolutional Networks for Visual 
Recognition and Description [Donahue, CVPR’15]

2011

2012

2013

2014

2015

2016

17

Video representation learning



Video representation learning:
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3D CNN:
[FAIR & NYU, ICCV’15]

ResNet:
[MSRA, CVPR’16]

• Training 3D CNN is very 

computationally expensive

• Difficult to train very deep 

3D CNN

• Fine-tuning 2D CNN is better 

than 3D CNN

Network Depth
Model 

Size

Video

hit@1

ResNet 152 235 MB 64.6%

C3D 11 321 MB 61.1%

C3D 100+ ~3 GB --

Network comparison on Sports-1M
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3D CNN (C3D) [R. Fergus et al., FAIR & NYU, ICCV’15]CNN

S
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-o

f-
th

e
-A

rt
s

ResNet

image video

Convolution 3D Convolution

P3D ResNet [Yao & Mei, MSRA, Sub to ICCV’17]

7x7 conv, 64, /2

pool, /2
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3x3 conv, 64

3x3 conv, 64

3x3 conv, 64

3x3 conv, 64

3x3 conv, 64

3x3 conv, 128, /2

3x3 conv, 128

3x3 conv, 128

3x3 conv, 128

3x3 conv, 128

3x3 conv, 128

3x3 conv, 128

3x3 conv, 128

3x3 conv, 256, /2

3x3 conv, 256

3x3 conv, 256

3x3 conv, 256

3x3 conv, 256

3x3 conv, 256

3x3 conv, 256

3x3 conv, 256

3x3 conv, 256

3x3 conv, 256

3x3 conv, 256

3x3 conv, 256

3x3 conv, 512, /2

3x3 conv, 512

3x3 conv, 512

3x3 conv, 512

3x3 conv, 512

3x3 conv, 512

avg pool

fc 1000

ResNet

7x7 conv, 64, /2

pool, /2

3x3 conv, 64

3x3 conv, 64

3x3 conv, 64

3x3 conv, 64

3x3 conv, 64

3x3 conv, 64

3x3 conv, 128, /2

3x3 conv, 128

3x3 conv, 128

3x3 conv, 128

3x3 conv, 128

3x3 conv, 128

3x3 conv, 128

3x3 conv, 128

3x3 conv, 256, /2
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avg pool

fc 1000

Plain Net
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Spatial 2D

Spatial 2D

• Reduce model size

• Fully leverage pre-learned 

2D CNN from image

• Enhance the structural 

diversity

3×3×3 Conv

1×3×3 Conv

3×1×1 Conv

P3D-A P3D-B P3D-C
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(a) ResNet (b) 3D ResNet (c) P3D-A (d) P3D-B (e) P3D-C

• Mix different P3D blocks to replace Residual Units in a 152-layer ResNet

• Train on Sports-1M dataset (1.13M videos annotated with 487 labels)

• Learn a generic spatiotemporal video representation with 199 layers

• https://github.com/ZhaofanQiu/pseudo-3d-residual-networks [ICCV’17] 

https://github.com/ZhaofanQiu/pseudo-3d-residual-networks


https://github.com/ZhaofanQiu/pseudo-3d-residual-networks [Qiu, Yao, Mei, ICCV’17]

22

(a) ResNet (b) 3D ResNet (c) P3D-A (d) P3D-B (e) P3D-C

(a)

(b)

(c)

(d)

(e) 

https://github.com/ZhaofanQiu/pseudo-3d-residual-networks


https://github.com/ZhaofanQiu/pseudo-3d-residual-networks [Qiu, Yao, Mei, ICCV’17]

P3D ResNet consistently outperforms 

others at each dimension (16 frames/clip).

23

Networks

CPU 

runtime

(ms)

GPU 

runtime

(ms)

ResNet-152

(16 frames)
5,600 400

P3D-199

(16 frames)
1,500 150

P3D ResNet performs 3 times faster than 

ResNet on a single clip (16 frames).

https://github.com/ZhaofanQiu/pseudo-3d-residual-networks


• ActivityNet Untrimmed Task 

• Action Recognition

• ASLAN 

• Action Similarity Labeling

• YUPENN, Dynamic Scene 

• Scene Recognition

Method Top-1 Top-3 MAP

IDT
[INRIA, ICCV’13]

64.70% 77.98% 68.69%

C3D
[FAIR, ICCV’15]

65.80% 81.16% 67.68%

VGG
[U of Oxford, ICLR’15]

66.59% 82.70% 70.22%

ResNet
[MSRA,CVPR’16]

71.43% 86.45% 76.56%

P3D ResNet 75.12% 87.71% 78.86%

Method Accuracy AUC

MIP
[Tel Aviv U, ECCV’12]

65.5% 71.9%

IDT+FV
[INRIA, ICCV’13]

68.7% 75.4%

C3D
[FAIR, ICCV’15]

78.3% 86.5%

ResNet
[MSRA,CVPR’16]

70.4% 77.4%

P3D ResNet 80.8% 87.9%

Method
Dynami
c Scene

YUPENN

[U Penn, CVPR’12] 43.1% 80.7%

[York U, CAN, 
CVPR’14] 77.7% 96.2%

C3D
[FAIR, ICCV’15]

87.7% 98.1%

ResNet
[MSRA,CVPR’16]

93.6% 99.2%

P3D ResNet 94.6% 99.5%

Walking the dog similar

dis-similar

beach



25

• Video representation learning

• Action recognition

• Video captioning

• Semantic video segmentation 



“I love baseball”

“That’s how to play baseball”

“That’s an amazing play”

[Li, Yao, Mei, MM’16]

“Not just beautiful”

“You are so beautiful”

“Goddess doesn’t need 

plastic surgery”

[Li, Yao, Mei, MM’16]

“a group of people are dancing”

[Pan and Mei, CVPR’16]

26
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visual model

tr
a
n
sf

o
rm

a
ti
o

n

“a dog leaps 

a Frisbee on 

the grass”

dog

leaps
frisbee

grass

embedding
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• Language model-based approach [Thomason, COLING14; Barbu, UAI12; Rohrbach, ICCV13; 

Krishnamoorthy, AAAI13]

https://www.youtube.com/watch?v=tu3jMxCJPMw

https://www.youtube.com/watch?v=tu3jMxCJPMw
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video

frames

clip

2D CNN (AlexNet, GoogleNet, VGG, ResNet)

… …

Convolutional 3D

… …

• Sequence learning-based approach
[Google15, Stanford15, Berkeley15, Baidu/UCLA15, UdeM15, Rochester16]

…

…

…

…

[1, 0, 0… 0]

#start

a

LSTM

LSTM

softmax

[0, 1, 0, …, 0]

a

dog

LSTM

LSTM

softmax

[0, 0, 1, …, 0]

dog

leaps

LSTM

LSTM

softmax

[0, 1, 0, …, 0]

frisbee

#end

LSTM

LSTM

softmax

(A) Input 

visual feature 

at the first 

time 𝐱𝟎

(B) Input 

visual feature 

at each time
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frames

clip

2D CNN (AlexNet, GoogleNet, VGG, ResNet)

… …

Convolutional 3D

… …

video

(A) Input 

visual feature 

at the first 

time 𝐱𝟎

(B) Input 

visual feature 

at each time

…

…

…

…

[1, 0, 0… 0]

#start

a

LSTM

LSTM

softmax

[0, 1, 0, …, 0]

a

dog

LSTM

LSTM

softmax

[0, 0, 1, …, 0]

dog

leaps

LSTM

LSTM

softmax

[0, 1, 0, …, 0]

frisbee

#end

LSTM

LSTM

softmax

encoder

pooling

(mean)

attention

(hard/soft)

LSTM-

encoder

(seq-seq)

• UC Berkeley [Donahue, CVPR’15]: CRF + LSTM encoder-decoder + LSTM (A/B)

• UdeM [Yao, ICCV’15]: (GoogleNet + 3D CNN) + Soft-Attention + LSTM (B)

• UT Austin [Venugopalan, ICCV’15]: (VGG + Optical Flow) + LSTM Encoder-Decoder + LSTM (A)

• UT Austin [Venugopalan, NAACL-HLT’15]: AlexNet + Mean Pooling + LSTM (B)

• MSRA [Pan, LSTM-E, CVPR’16]: (VGG + 3D CNN) + Mean Pooling + Relevance Embedding + LSTM (A)
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Attributes:

[bananas: 1] [market: 
0.99] [table: 0.51] 
[people: 0.43]



• Key issues in sentence generation
• relevance: relationship between sentence (S, V, O) semantics and content

• coherence: sentence grammar

• Joint learning (LSTM-E): relevance + coherence [Pan, CVPR’16]
• Explicitly and holistically emphasize video content with “relevance” regularizer

32

LSTM: a man is playing a guitar

LSTM-E: a man is playing a piano

LSTM: a man is dancing

LSTM-E: a group of people are dancing
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“a man is riding a motorcycle”

input video

input 

sentence

𝑺

relevance coherence

frames

clip

2D CNN

Conv 3D (C3D)

spatio-temporal

descriptor 𝑽

…

…

𝒘𝟎

𝒘𝟏

𝒘𝟏

𝒘𝟐

𝒘𝑵−𝟏

𝒘𝑵

…LSTM LSTM LSTM LSTM

[1, 0, 0… 0] [0, 0, 1, …, 0][0, 1, 0, …, 0]

𝑬𝒔 = −෍

𝒕=𝟏

𝑵𝒔

log𝑷𝒓𝒕(𝒘𝒕)coherence loss:
sequence learning

multi-view embedding 𝑬𝒆 = 𝑻𝑽𝑽 − 𝑻𝑺𝑺 𝟐
𝟐relevance loss:

joint learning: relevance + coherence (Es + Ee)



Microsoft Video to
Language Challenge

77 teams registered challenge

22 teams submitted results

Awards will be announced at ACMMM

43
17
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India

http://ms-multimedia-challenge.com/
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Microsoft Video to
Language Challenge 2017 

57 teams registered challenge

8 teams submitted results

Awards will be announced at ACMMM’17

24

10
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Taiwan

England

Korea

Japan

France
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[4][3]
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* The eyebrow is pretty 0.5613

* Beautiful 0.5388

* Still looks so pretty 0.5314

* Candy to the eyes 0.5285

* Very beautiful 0.5189

* Such a beautiful daughter 0.4469

* What a cute and beautiful baby 0.4335

* It’s too pretty  0.4274

* Such a beautiful baby 0.4237

* Baby is the most beautiful gift of the 

whole world 0.4181

* Beautiful manicure takes you into 

spring 0.4156

* Bohemian manicure 0.4014

* Will do this manicure next time 0.3654

* Beautiful manicure 0.3626

* How do you call those tools used for 

manicure? 0.3572

* What kind of dog is this? very cute 0.4884

* Is this a dog? 0.4714

* It looks exactly like my dog. Even the way 

they look at you is alike 0.4588

* Your dog is so cute, beautiful lady 0.4573

* Cute puppy 0.4571

* The last one was very harsh 0.3413

* It is red 0.3136

* The last one hurts hatched more 0.2976

* It is all red after been slapped 0.2818

* The last hit hurt me more 0.2813

* Behave so much better than my

Samoyed 0.6156

* This is Samoyed, right? 0.5723

* So cute that I miss my own 

Samoyed 0.5272

* The puppy Samoyed is the 

cutest 0.4863

* I want a Samoyed indeed 0.4768

* Little cutie 0.4643

* The hat is so cute 0.4201

* The eyes are so beautiful. It’s too 

cute and I love it so much 0.4102

* Baby looks so handsome with the 

hat on. So cute 0.3950

* Such a cute little baby 0.3927

* Mr. Guitar is enjoying it too much 0.4779

* Sounds wonderful, hope that I can hear 

the whole version of each song 0.4715

* I am moved by the guitar player 0.4507

* Want to hear the final version 0.4373

* Sounds fantastic when put together 0.4341

* It’s pretty and I love ancient cloth 

too 0.4610

* Beautiful Goddess 0.4395

* Super beautiful 0.4253

* it is beautiful 0.4145

* Beautiful 0.4142

* Such a cute kitty 0.6174

* What kind of cat is this? Too cute 0.6095

* It looks too comfortable and makes me 

want to be a cat too 0.5817

* Is it Garfield? 0.5575

* What cat is this? So cute 0.5537
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1. An athletic man is seen standing before a beam and begins 

performing a gymnastics routine.   [1.997, 11.198]

2. He then performs a gymnasts routine while swinging himself all 

around the bar and ends by jumping down.   [19.723, 43.410]

3. The man is then shown flips on the bars.   [25.841, 40.337]

4. The man is then shown on the bars and jumping off the bars. 

[35.758, 46.546] 

5. A man is seen standing on a set of bars and performing a routine 

in a gym on the bars. [0.000, 47.056]
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Input Untrimmed Video

P3D P3D P3D P3D P3D P3D

Actionness Curve

Proposal Candidates

P3D P3D P3DP3D P3DRe-ranking
Output 

Proposals

Network
Pre-

trained
AUC

ResNet ImageNet 59.03

ResNet +Kinetics 60.13

P3D 

ResNet
Sports-1M 60.76

P3D 

ResNet
+Kinetics 61.13

Fusion

(4 in 1)
-- 63.12

Test 

Server
-- 64.18

Performance on validation set in 

temporal action proposal task

1. actionness = proposal (highlight)

2. Kinetics is the dataset for trimmed video classification in ActivityNet
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Attributes

LSTM LSTM

w0

LSTM

w1

w1

LSTM

w2

wN-1

LSTM

wN

...

3D 
CNN

Classifiers 2D 
CNN

policy gradient 
optimization

Video-Caption 
Pool KNN

• The dog runs around in circles on 
the field with the frisbee.

• He throws the frisbee, and the dog 
jumps into the air to catch it. 

• The man throws the frisbee around 
with the dog while the animal 
brings it back.

• The dog continues jumping side to 
side and running in all directions 
as they get thrown.

• ...

S
e
n

te
n

c
e
 R

e
-ra

n
k
in

g

Input Video 

Proposals

Output 

Sentence

P3D ResNet

Video Representation



• ActivityNet captions 
• 19,994 YouTube videos (10,024 training, 

4,926 validation, 5,044 testing)

• 3.65 event proposals for each video, 
one ground-truth sentence for each 
event proposal

• Video representation: ResNet
(Kinetics) + P3D ResNet

• Attributes: 200 categories in the 
untrimmed video classification 
dataset

# Team METEOR%

1 Microsoft Research Asia 12.84

2
University of Science and 

Technology of China
9.87

3
Renmin University of China & 

Carnegie Mellon University
9.61

4 Stanford University 4.82
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modified n-gram precision

similar with f-score combining precision and recall with a weight

MSR Video to Language

44

http://ms-multimedia-challenge.com/leaderboard
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Learning Spatiotemporal Dependency for Semantic Video Segmentation
• Frame sequence: 2D FCN to learn spatial dependency + ConvLSTM to learn 

sequential information

• Video clip: 3D FCN to learn voxel-level spatio-temporal dependency

...

2D FCN

2D FCN

2D FCN

3D FCN

...

...

Deconv

Deconv

Deconv

Deconv

Per-pixel 
softmax

Per-pixel 
softmax

Per-pixel 
softmax

Per-voxel 
softmax

...

... ...

+

+

+

Dense Representation Dense Prediction

Frame Sequence

Video Clip
Video Semantic 
Segmentation

ConvLSTM

ConvLSTM

ConvLSTM
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• CamVid dataset
• 11 class labels

• 701 labeled frames in 5 videos

• A2D dataset
• 7 actor + 9 actions

• 3,782 videos

A2D Pix-Acc mIoU

Trilayer [Xu, CVPR’15] 72.9 % --

GPM [Xu, CVPR’16] 83.8 % --

2D FCN 91.6 % 25.1 %

2D FCN + LSTM 92.5 % 29.9 %

3D FCN 91.3 % 28.0 %

DST-FCN 93.0 % 33.4 %

CamVid Pix-Acc mIoU

Active Inference
[Liu, CVPR’15]

82.8 % 47.2 %

FSO [Kundu, CVPR’16] - 66.1 %

Dilation8 [Yu, ICLR’16] - 65.3 %

2D FCN 91.8 % 66.4 %

2D FCN + LSTM 92.0 % 68.1 %

3D FCN 89.7 % 62.2 %

DST-FCN 92.2 % 68.8 %



challenge
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#
Team 

Name
Affiliation Score

1 RTZH Microsoft Research Asia 47.5

2 _piotr_
University of Oxford, Active 

Vision Laboratory
44.7

3 whung

University of California, 

Merced, Vision and 

Learning Lab

42.4

http://ai.bu.edu/visda-2017/


• [Captioning]

• [Captioning] 

• [Captioning] 

• [Captioning] 

• [Captioning] 

• [Captioning] 

• [Captioning] 

• [Captioning] 

• [Commenting] 

• [Sentiment] 

• [Alignment] 

• [Alignment] 

• [Dataset] 

• [Dataset] 
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https://github.com/ZhaofanQiu/pseudo-3d-residual-networks

https://github.com/karpathy/neuraltalk https://github.com/karpathy/neuraltalk2

https://github.com/jeffdonahue/caffe/tree/54fa90fa1b38af14a6fca32ed8aa5ead38752a09/examples/coco_caption

https://github.com/LisaAnne/lisa-caffe-public/tree/lstm_video_deploy/examples/LRCN_activity_recognition

https://github.com/kelvinxu/arctic-captions

https://github.com/vsubhashini/caffe/tree/recurrent/examples/s2vt

https://github.com/yaoli/arctic-capgen-vid
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https://github.com/ZhaofanQiu/pseudo-3d-residual-networks
https://github.com/karpathy/neuraltalk
https://github.com/karpathy/neuraltalk2
https://github.com/jeffdonahue/caffe/tree/54fa90fa1b38af14a6fca32ed8aa5ead38752a09/examples/coco_caption
https://github.com/LisaAnne/lisa-caffe-public/tree/lstm_video_deploy/examples/LRCN_activity_recognition
https://github.com/kelvinxu/arctic-captions
https://github.com/vsubhashini/caffe/tree/recurrent/examples/s2vt
https://github.com/yaoli/arctic-capgen-vid


Thank you! We are hiring!

tmei@microsoft.com


